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STRIKE DETECTION USING VIDEO IMAGES

BACKGROUND INFORMATION

1. Field

The present disclosure relates generally to systems and
methods for analyzing images to identify an object that may
strike a vehicle. More particularly, the present disclosure
relates to analyzing images from a camera on an aircraft to
identify a bird strike on the aircraft.

2. Background

Modern commercial and other aircraft are designed to
withstand bird strikes without affecting the safe operation of
the aircraft. Furthermore, such aircraft may have instruments
for detecting and reporting inconsistencies at any location on
the aircraft that could possibly affect the safety of flight.
Potential inconsistencies that may be caused by bird strikes,
but that may not be detected by such instruments, may be
limited to effects on the appearance or aerodynamic perfor-
mance of' the aircraft. Therefore, bird strikes are generally not
a safety issue for such aircraft.

Although a bird strike may not affect aircraft safety, aircraft
operator or regulatory rules, based on an abundance of cau-
tion, may call for diversion or turn back if a bird strike on the
aircraft is suspected to have occurred. As a result, bird strikes,
and suspected bird strikes, may be the cause of significant
costs for airlines and other aircraft operators.

Bird strikes may be a safety issue for non-commercial or
other manned aircraft and for unmanned air vehicles. For
example, unmanned air vehicles and other relatively small
aircraft may have less capacity to carry the systems and
structures that make larger commercial aircraft robust against
bird strikes.

Bird strikes may be a significant issue for some manned
and unmanned military or other aircraft with stealth capabili-
ties. A bird strike on such an aircraft may cause inconsisten-
cies in the coatings or other features that make the aircraft
stealthy.

Accordingly, it would be beneficial to have a method and
apparatus that takes into account one or more of the issues
discussed above as well as possibly other issues.

SUMMARY

An illustrative embodiment of the present disclosure pro-
vides a method for strike detection. Images of an object are
identified in video images from a video camera on a vehicle.
A movement of the object with respect to the vehicle is
identified from the images of the object in the video images.
It is determined whether the movement of the object with
respect to the vehicle indicates that the object will strike the
vehicle. A strike report comprising information indicating
that the object will strike the vehicle is generated in response
to a determination that the object will strike the vehicle.

Another illustrative embodiment of the present disclosure
provides an apparatus comprising a video image data
receiver, an image data processor, a strike detector, and a
strike report generator. The video image data receiver is con-
figured to receive video image data for video images from a
video camera on a vehicle. The image data processor is con-
figured to process the video image data to identify images of
an object in the video images and to identify a movement of
the object with respect to the vehicle from the images of the
objectinthe video images. The strike detector is configured to
determine whether the movement of the object with respect to
the vehicle indicates that the object will strike the vehicle. The
strike report generator is configured to generate a strike report
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indicating that the object will strike the vehicle in response to
a determination that the object will strike the vehicle.

Another illustrative embodiment of the present disclosure
provides an apparatus comprising a camera system on an
aircraft configured to provide video images and a strike detec-
tion system on the aircraft. The strike detection system is
configured to receive video image data for the video images
from the camera system, process the video image data to
identify images of a bird in the video images and to identify a
movement of the bird with respect to the aircraft from the
images of the bird in the video images, determine whether the
movement of the bird with respect to the aircraft indicates that
the object will strike the aircraft, and generate a strike report
comprising information indicating that the bird will strike the
aircraft in response to a determination that the bird will strike
the aircraft.

The features, functions, and benefits may be achieved inde-
pendently in various embodiments of the present disclosure
or may be combined in yet other embodiments in which
further details can be seen with reference to the following
description and drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features believed characteristic of the illustrative
embodiments are set forth in the appended claims. The illus-
trative embodiments, however, as well as a preferred mode of
use, further objectives, and features thereof will best be
understood by reference to the following detailed description
of illustrative embodiments of the present disclosure when
read in conjunction with the accompanying drawings,
wherein:

FIG. 1 is an illustration of an aircraft and a bird in flight in
accordance with an illustrative embodiment;

FIG. 2 is an illustration of a block diagram of an aircraft
with strike detection using video images in accordance with
an illustrative embodiment;

FIG. 3 is an illustration of a block diagram of a camera
system in accordance with an illustrative embodiment;

FIG. 4 is an illustration showing locations on an aircraft of
video cameras in a camera system in accordance with an
illustrative embodiment;

FIG. 5 is an illustration of a block diagram of a strike
detection system in accordance with an illustrative embodi-
ment;

FIG. 6 is an illustration of images from a video camera on
an aircraft in accordance with an illustrative embodiment;

FIG. 7 is an illustration of a flowchart of a process for strike
detection in accordance with an illustrative embodiment; and

FIG. 8 is an illustration of a block diagram of a data pro-
cessing system in accordance with an illustrative embodi-
ment.

DETAILED DESCRIPTION

The different illustrative embodiments recognize and take
into account a number of different considerations. “A num-
ber”, as used herein with reference to items, means one or
more items. For example, “a number of different consider-
ations” means one or more different considerations.

The different illustrative embodiments recognize and take
into account that a large portion of the costs incurred by
airlines due to bird strikes is for strikes or suspected strikes
that do not result in any inconsistencies to the aircraft. Even
though the aircraft is not affected by such bird strikes, or
suspected strikes, costs may still be incurred due to diver-
sions, turn backs, or enhanced inspection. These costs may be
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incurred because the flight crew on an aircraft currently may
be able to deduce little more than that a bird strike may have
just happened.

Currently, an aircraft flight crew may lack any means for
determining accurately whether a bird struck the aircraft,
where on the aircraft it struck, how large the bird was, or any
other characteristics of the bird strike or suspected strike. The
different illustrative embodiments recognize and take into
account that a pilot or other member of the flight crew may
identify a bird strike, identify where the bird struck the air-
craft, and estimate the size of the bird based on visual obser-
vation from the cockpit window. However, the flight crew
may not be able to see where the bird struck the aircraft unless
it hits the windshield or front of the aircraft fuselage.

In some cases the flight crew on an aircraft may be able to
identify a possible bird strike from instrument readings. The
readings from various instruments that are used to monitor
various operational conditions of the aircraft may be affected
by abird strike on the aircraft. However, these instruments are
not designed to detect bird strikes and may not be relied upon
for detecting bird strikes in an accurate and consistent man-
ner.

The different illustrative embodiments recognize and take
into account that the costs associated with a bird strike on an
aircraft may be reduced or avoided if the flight crew could
identify the characteristics of a bird strike more accurately.
For example, without limitation, if the crew knew that a
sufficiently small bird struck a sufficiently strong part of the
aircraft, costly diversions or increased inspections at the next
destination might be avoided.

The different illustrative embodiments also recognize and
take into account that, using visual observation supplemented
by instrument readings, flight crews on an aircraft currently
may not notice all bird strikes on the aircraft. Currently, even
some bird strikes that may cause inconsistencies in the air-
craft may not be noticed by the flight crew during a flight.

The different illustrative embodiments recognize and take
into account that bird strikes on an aircraft may be identified
by post flight inspection of an aircraft. For example, mechan-
ics or other personnel inspecting an aircraft on the ground
after a flight may find blood, dents, or other inconsistencies
indicating that a bird strike may have occurred. However, if
the flight crew on an aircraft does not notice a bird strike
during a flight, and the aircraft has flown through rain or other
weather that cleans up the blood or other evidence of the bird
strike, then the bird strike may not be identified by post flight
inspection.

The different illustrative embodiments also recognize and
take into account that a pilot or a remote operator of a military
aircraft with stealth capability may not notice a bird strike on
the aircraft. Such a strike may affect the stealth capability of
the aircraft in an undesired way. If the aircraft is flown into a
hostile environment after such a bird strike that goes unno-
ticed, it may be more likely that the aircraft is detected by
enemy radar or other sensors. Such detection may jeopardize
the mission of the aircraft and, in some cases, may lead to loss
of'the aircraft. A system or method to alert the pilot or opera-
tor of a possible bird strike on the aircraft is desirable to avoid
this outcome.

Tlustrative embodiments provide a system and method for
determining whether a bird strike on an aircraft has occurred
or is likely to occur and for identifying various characteristics
of a bird strike on an aircraft. Illustrative embodiments
include a system and method for using video images from a
camera system on an aircraft to identify a bird approaching
the aircraft in flight. The movement of the bird with respect to
the aircraft is identified using the video images to determine
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whether the bird is likely to strike or has struck the aircraft.
The impact point of the bird on the aircraft, the size of the bird,
or other characteristics of the bird strike may be identified.
The characteristics of the bird strike on the aircraft may be
reported to appropriate personnel so that appropriate action
may be taken in response to the bird strike.

Turning now to FIG. 1, an illustration of an aircraft and a
bird in flight is depicted in accordance with an illustrative
embodiment. In this example, aircraft 100 may be moving in
flight in the direction indicated by arrow 102. Bird 104 may be
moving in flight in the direction indicated by arrow 106.
Aircraft 100 and bird 104 are not necessarily shown to scale
in FIG. 1. Depending on the positions and relative movements
of aircraft 100 and bird 104, bird 104 may strike aircraft 100.

In accordance with an illustrative embodiment, video
images from a camera system on aircraft 100 may be used to
determine whether bird 104 is likely to strike, or has struck,
aircraft 100. Further, the video images from the camera sys-
tem may be used to identify various characteristics of the bird
strike. For example, the camera system on aircraft 100 may
include a number of video cameras with field of view 108. In
this example, field of view 108 is defined by the area in front
of aircraft 100 between lines 110 and 112 in the direction of
movement of aircraft 100. Bird 104 is within field of view
108. Therefore, video images from the camera system on
aircraft 100 will include images of bird 104.

In accordance with an illustrative embodiment, the video
images from the camera system on aircraft 100 may be pro-
cessed to identify the images of bird 104 in the video images.
Movement of the images of bird 104 in the video images over
time may be used to identify the movement of bird 104 with
respect to aircraft 100. The movement of bird 104 with
respect to aircraft 100 may be used to determine whether bird
104 has struck or is likely to strike aircraft 100. The images of
bird 104 in the video images also may be used to determine
other characteristics of a bird strike. For example, without
limitation, the images of bird 104 in the video images may be
used to determine the location on aircraft 100 that is struck by
bird 104 and the size of bird 104.

Turing now to FIG. 2, an illustration of a block diagram of
an aircraft with strike detection using video images is
depicted in accordance with an illustrative embodiment. In
this example, aircraft 200 is an example of one implementa-
tion of aircraft 100 in FIG. 1.

Aircraft 200 may be any type of aircraft. For example,
without limitation, aircraft 200 may be a fixed wing, rotary
wing, or lighter than air aircraft. Aircraft 200 may be manned
or unmanned. For example, without limitation, aircraft 200
may be an unmanned air vehicle. Aircraft 200 may be
designed to perform any mission and may be operated by any
operator of aircraft 200. For example, without limitation,
aircraft 200 may be a commercial passenger aircraft operated
by an airline, a cargo aircraft operated by a private or public
entity, a military aircraft operated by a military or other gov-
ernment organization, a personal aircraft operated by an indi-
vidual, or any other type of aircraft operated by any other
aircraft operator.

Aircraft 200 is an example of vehicle 202 in which illus-
trative embodiments may be implemented. Vehicle 202 may
be any moving platform that is configured to travel through or
on any medium. For example, without limitation, vehicle 202
may be an aerospace vehicle that is configured to travel
through the air and in space, a land vehicle configured to
travel over land, or any other vehicle configured to travel
through or on any other medium or combinations of media.
For example, without limitation, vehicle 202 may be a high
speed train configured to travel on rails over the land.
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In this application, including in the claims, the terms
“strike” and “struck” and any similar or related terms refers to
the collision of a first object and a second object without
regard to whether both objects are moving or only one of the
objects is moving and, in the latter case, without regard to
which of the objects is moving and which of the objects is not
moving. For example, in the present application, the phrase
“object striking an aircraft” refers equally to a moving object
colliding with a moving aircraft, a moving aircraft colliding
with a non-moving object, and a moving object colliding with
a non-moving aircraft.

Aircraft 200 may include strike detection system 204.
Strike detection system 204 may be configured to determine
whether object 206 has struck or is likely to strike aircraft 200.
Strike detection system 204 also may be configured to iden-
tify various characteristics of such a strike.

Strike detection system 204 may be implemented in soft-
ware running on a data processing system, in hardware, or in
a combination of software and hardware. For example, with-
out limitation, strike detection system 204 may be imple-
mented, in whole or in part, on a dedicated data processing
system on aircraft 200 or on a data processing system that is
used for other purposes on aircraft 200. Some or all of the
functionality of strike detection system 204 may be imple-
mented off board aircraft 200.

Object 206 may be any object that may strike aircraft 200.
For example, object 206 may be bird 208 or other object 210.
Object 206 may be in the air or on the ground. For example,
without limitation, other object 210 may be another aircraft, a
missile, or any other airborne man-made or natural object. As
another example, without limitation, other object 210 may be
a deer or other animal or any other natural or man-made
object on a runway on which aircraft 200 is landing.

Object 206 may have movement 212, size 214, other char-
acteristics 215 or various combinations of such characteris-
tics. Movement 212 may refer to the movement of object 206
with respect to aircraft 200. For example, without limitation,
movement 212 may be characterized by a direction of move-
ment of object 206 with respect to aircraft 200, a speed of
movement of object 206 with respect to aircraft 200, or both.
Movement 212 also may be referred to as the trajectory of
object 206 with respect to aircraft 200.

Strike detection system 204 may be configured to identify
movement 212, size 214 or other characteristics 215 of object
206, or various combinations of such characteristics. For
example, without limitation, strike detection system 204 may
be configured to use movement 212, or movement 212 in
combination with size 214, to determine whether object 206
has struck or is likely to strike aircraft 200. Strike detection
system 204 also may be configured to use movement 212, or
movement 212 in combination with size 214, to identify
location 216 of strike 217. Furthermore, strike detection sys-
tem 204 also may be configured to use movement 212, size
214, other characteristics 215, or various combinations of
such characteristics to identify other characteristics 218 of
strike 217.

Location 216 of strike 217 may be a location on aircraft 200
that is struck by object 206. For example, location 216 of
strike 217 may be a location on the surface of aircraft 200 that
is struck by object 206.

Other characteristics 218 of strike 217 may include char-
acteristics indicating a level of severity or concern that may be
associated with strike 217. For example, without limitation,
other characteristics 218 of strike 217 may include an indi-
cation of whether or not strike 217 is likely to cause incon-
sistencies in aircraft 200. Other characteristics 218 of strike
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217 also may include an indication of the likely severity of
any inconsistency in aircraft 200 that might be caused by
strike 217.

Other characteristics 218 of strike 217 may depend on
location 216 of strike 217. For example, without limitation,
the likelihood and severity of any inconsistencies in aircraft
200 that may be caused by strike 217 may be less if location
216 of strike 217 corresponds to a stronger location on aircraft
200 that may be more resistant to strike 217.

Strike detection system 204 may be configured to deter-
mine whether object 206 has struck aircraft 200, oris likely to
strike aircraft 200, and to identify strike location 216, using
movement 212, or movement 212 in combination with size
214, in combination with surface configuration information
219. Surface configuration information 219 may include
information describing the configuration of various surfaces
of aircraft 200 that may be struck by object 206. For example,
without limitation, surface configuration information 219
may include information describing the configuration of the
surfaces on the front of aircraft 200. In any case, surface
configuration information 219 may include any information
describing the size and shape of aircraft 200 or of any portion
of aircraft.

In accordance with an illustrative embodiment, strike
detection system 204 is configured to determine whether
object 206 has struck or is likely to strike aircraft 200, and
various characteristics of strike 217, using video images 220
from camera system 222 on aircraft 200. For example, with-
out limitation, video images 220 may include a series of
images of the scene in front of aircraft 200, in the direction in
which aircraft 200 is moving. Camera system 222 may
include number of video cameras 224. Number of video
cameras 224 may be mounted in known or knowable posi-
tions and orientations on aircraft 200. Number of video cam-
eras 224 may be mounted facing generally forward on aircraft
200, in the direction in which aircraft 200 is moving, to view
bird 208 or other object 210 in the path of aircraft 200.

Aircraft 200 may include lights 226. For example, without
limitation, lights 226 may include landing lights, lights asso-
ciated with camera system 222, or other external lights on
aircraft 200. Lights 226 may be turned on to illuminate bird
208 or other object 210 that may strike aircraft 200 to enhance
the images of bird 208 or other object 210 in video images
220.

Strike detection system 204 may be configured to receive
video images 220 from camera system 222. Strike detection
system 204 may be configured to process video images 220 to
identify images of object 206 in video images 220, to identify
various characteristics of object 206, to determine whether
object 206 has struck or is likely to strike aircraft 200, and to
identify various characteristics of strike 217.

Strike detection system 204 may be configured to use infor-
mation in addition to video images 220 to determine whether
object 206 has struck or is likely to strike aircraft 200 and to
identify various characteristics of strike 217. For example,
without limitation, such additional information may include
surface configuration information 219, other information
228, or both. For example, without limitation, other informa-
tion 228 may include the current time, the current location of
aircraft 200, the current velocity of aircraft 200, or other
appropriate information or combinations of information that
may be used by strike detection system 204 to determine
whether object 206 has struck or is likely to strike aircraft 200
and to identify various characteristics of strike 217.

Other information 228 may be provided by aircraft systems
230. Strike detection system 204 may be configured to receive
other information 228 from aircraft systems 230. Aircraft
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systems 230 may include various systems and devices on
aircraft 200 that may be configured to provide other informa-
tion 228. For example, without limitation, aircraft systems
230 may include a navigation system for aircraft 200, such as
a satellite based positioning system unit, an inertial naviga-
tion system unit, or any other system or device on aircraft 200
for providing other information 228.

Strike detection system 204 may be configured to generate
strike report 232. Strike report 232 may indicate that object
206 has struck or is likely to strike aircraft 200. Strike report
232 also may include information identifying various char-
acteristics of strike 217. For example, without limitation,
strike report 232 may include information identifying loca-
tion 216 of strike 217, size 214, movement 212 or other
characteristics 215 of object 206 striking aircraft 200, other
characteristics 218 of strike 217, or various combinations of
such characteristics.

Strike report 232 may be used for a variety of purposes. The
particular format of strike report 232 and the particular infor-
mation that may be included in strike report 232 may depend
on how strike report 232 is to be used.

Strike report 232 may be displayed on aircraft display 234
to one or more members of the crew of aircraft 200. For
example, without limitation, aircraft display 234 may include
a display in the cockpit of aircraft 200 for displaying strike
report 232 to the pilot and other members of the flight deck
crew on aircraft 200. The crew of aircraft 200 may use the
information in strike report 232 that is displayed on aircraft
display 234 to make decisions regarding flight operations. For
example, without limitation, the crew may use the informa-
tion in strike report 232 to make decisions about whether to
continue or divert a flight.

Strike report 232 may be provided to communication sys-
tem 236 for transmission to a location off board aircraft 200.
For example, without limitation, communication system 236
may include a radio or other system on aircraft 200 for trans-
mitting strike report 232 from aircraft 200 to a location on the
ground or to another location or any number of locations off
board aircraft 200. For example, without limitation, commu-
nication system 236 may be used to transmit strike report 232
to a maintenance entity so that spare parts may be pre-posi-
tioned or other appropriate action taken. As another example,
communication system 236 may be used to transmit strike
report 232 to a remote operator controlling aircraft 200 in
cases where aircraft 200 is an unmanned air vehicle.

Strike report 232 may be stored in data storage 238. For
example, without limitation, data storage 238 may include
any appropriate data storage device. Data storage 238 may be
located on aircraft 200, at a location that is not on aircraft 200,
or both. For example, without limitation, the information in
strike report 232 may be retrieved from data storage 238 at
any appropriate time by a member of the flight crew, mainte-
nance personnel, or any other authorized user of the informa-
tion in strike report 232.

Strike report 232 may be provided to flight management
system 240. Flight management system may include a flight
management computer or other system that may be used for
managing the flight of aircraft 200. For example, without
limitation, the information in strike report 232 may be used by
flight management system 240 for controlling aircraft 200 to
take evasive actions to avoid a predicted strike by bird 208 or
other object 210 on aircraft 200.

Strike report 232 may be sent to various users or combina-
tions of users that may be different from or in addition to the
users of strike report 232 described as examples herein. The
information in strike report 232 may be used by such users for
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various purposes and in various ways that may be different
from or in addition to the uses of strike report 232 described
as examples herein.

The illustration of FIG. 2 is not meant to imply physical or
architectural limitations to the manner in which different
illustrative embodiments may be implemented. Other com-
ponents in addition to, in place of, or both in addition to and
in place of the ones illustrated may be used. Some compo-
nents may be unnecessary in some illustrative embodiments.
Also, the blocks are presented to illustrate some functional
components. One or more of these blocks may be combined
or divided into different blocks when implemented in difter-
ent illustrative embodiments.

Turning now to FIG. 3, an illustration of a block diagram of
acamera system is depicted in accordance with an illustrative
embodiment. In this example, camera system 300 is an
example of one implementation of camera system 222 in FIG.
2.

Camera system 300 may be dedicated camera system 302
or existing camera system 304. Dedicated camera system 302
may be a camera system that is provided on an aircraft or other
vehicle for the purpose of obtaining video images for strike
detection. In this example, the video images obtained by
dedicated camera system 302 may be used exclusively or
primarily for strike detection. Existing camera system 304
may be a camera system that is provided on an aircraft or other
vehicle for obtaining video images for a purpose other than
strike detection. In this example, the video images obtained
by existing camera system 304 may be used both for strike
detection and for some other purpose. For example, without
limitation, existing camera system 304 on a commercial pas-
senger aircraft or other aircraft may include Ground Maneu-
ver Camera System 306, Digital Landscape Camera System
308, Enhanced Vision System 310, other camera systems 312,
or a combination of such systems.

Ground Maneuver Camera System 306 is a system used on
large aircraft to view the nose and main landing gear of the
aircraft during ground operations. This system provides pilots
with information on the aircraft position relative to runway
and taxiway edges so that the pilot may avoid driving the
aircraft off of the pavement.

Digital Landscape Camera System 308 is used in flight for
passenger entertainment. This system uses one or more cam-
eras mounted on the aircraft with a forward or downward
facing view.

Enhanced Vision System 310 is an infrared camera system
on some aircraft. This system may be used to enhance situ-
ational awareness for pilots during approach, landing, taxi
and takeoff during adverse weather conditions. This system
may include an infrared camera mounted to the nose cone of
the aircraft.

For example, without limitation, other camera systems 312
may include personal video cameras, video cameras on smart
phones, or other appropriate camera systems for obtaining
video images.

Camera system 300 includes number of video cameras
314. Number of video cameras 314 may include video cam-
eras of the same type or a number of different types of video
cameras.

Number of video cameras 314 may include multiple video
cameras with overlapping fields of view 315. Overlapping
fields of view 315 may allow for stereo tracking of objects in
the video images provided by number of video cameras 314.

Number of video cameras 314 includes video camera 316.
Video camera 316 may operate over any range or ranges of
wavelengths to obtain video images. For example, without
limitation, video camera 316 may be configured to obtain
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video images at infrared 318, near infrared 320, visible 322,
ultraviolet 324, or other wavelengths or combinations of
wavelengths. Video camera 316 may be configured to obtain
video images from light that is polarized 326. For example,
without limitation, a polarization filter may be provided on
the lens of video camera 316. Video camera 316 may provide
video images in color 328 or in grayscale 330.

Turning now to FIG. 4, an illustration showing locations on
an aircraft of video cameras in a camera system is depicted in
accordance with an illustrative embodiment. In this example,
aircraft 400 is an example of one implementation of aircraft
200 in FIG. 2.

In this example, a camera system that may be used to obtain
video images for strike detection may include three video
cameras mounted on aircraft 400. Two of the video cameras
may be mounted on the leading edge of the horizontal stabi-
lizers on aircraft 400, at locations 402 and 404. The third
video camera may be mounted under the nose of aircraft 400,
at location 406. For example, without limitation, locations
402, 404, and 406 on aircraft 400 may be the locations of
video cameras that are part of a Ground Maneuver Camera
System 306 or other camera systems 312 in FIG. 3 on aircraft
400. Strike detection in accordance with an illustrative
embodiment may use video images provided by other camera
systems, including camera systems with video cameras
mounted at locations on aircraft 400 other than locations 402,
404, and 406.

The vertical field of view of a video camera mounted on
aircraft 400 may vary with the angle of attack of aircraft 400.
The field of view of a video camera will also vary if the
camera is mounted on a movable surface on aircraft 400. For
example, the field of view of video cameras mounted at loca-
tions 402 and 404 on aircraft 400, on the movable horizontal
stabilizers, will vary. The lateral fields of view of video cam-
eras mounted on aircraft 400 may provide some image over-
lap between cameras. This overlap may provide multiple
simultaneous views of objects that may strike aircraft 400.

Turning now to FIG. 5, an illustration of a block diagram of
a strike detection system is depicted in accordance with an
illustrative embodiment. In this example, strike detection sys-
tem 500 is an example of one implementation of strike detec-
tion system 204 in FIG. 2. Strike detection system 500 may
include video image data receiver 502, image data processor
504, strike detector 506, strike report generator 508, and
strike report sender 510.

Video image data receiver 502 may be configured to
receive video image data 512. Video image data receiver 502
may be configured to receive video image data 512 for video
images from a camera system on an aircraft or other vehicle.
For example, without limitation, video image data receiver
502 may include frame grabber 514 for obtaining video
image data from the camera system.

Strike detection system 500 also may be configured to
receive other information from various sources. For example,
without limitation, strike detection system 500 may be con-
figured to receive or obtain current time 516, vehicle location
518, vehicle velocity 520, surface configuration information
522, or other information that may be used by strike detection
system 500. Vehicle location 518 may include information
identifying the current location of the vehicle. Vehicle veloc-
ity 520 may include information identifying the current speed
and direction of movement of the vehicle. Strike detection
system 500 may be configured to receive current time 516,
vehicle location 518, vehicle velocity 520, or other informa-
tion or combinations of information from various devices or
systems on the aircraft or other vehicle. Surface configuration
information 522 may include information identifying a shape
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and size of a surface of the aircraft or other vehicle that may
be struck by an object. Surface configuration information 522
may be stored, in whole or in part, as part of strike detection
system 500 or in a storage device that is not part of strike
detection system 500 but that may be accessible by strike
detection system 500.

Image data processor 504 may be configured to process
video image data 512 to identify an image of an object that
may strike the vehicle in a number of video images and to
identify the movement of the object with respect to the vehicle
from the number of video images. For example, without
limitation, image data processor 504 may be configured to
identify the image of the object in a series of video images to
track movement of the image of the object over time in the
series of video images. The movement of the object with
respect to the aircraft or other vehicle then may be determined
from the movement of the image of the object in the series of
video images. Image data processor 504 also may be config-
ured to process video image data 512 to determine various
other characteristics of the object. For example, without limi-
tation, image data processor 504 may be configured to pro-
cess video image data 512 to identify the size or other char-
acteristics or combinations of characteristics of the object.

Strike detector 506 may be configured to use the identified
movement and other characteristics of the object, as provided
by image data processor 504, in combination with other infor-
mation to determine whether the object has struck or is likely
to strike the vehicle. For example, without limitation, strike
detector 506 may be configured to determine that the object
has struck or is likely to strike the vehicle by determining that
the movement of the object with respect to the vehicle and the
size of the object indicates that at least a portion of the object
and at least a portion of the vehicle will be in the same place
at the same time. Strike detector 506 may use surface con-
figuration information 522 to determine whether the object
will strike the vehicle and to identify a location on the surface
of the vehicle that is struck or is likely to be struck by the
object. Strike detector 506 also may be configured to identify
other characteristics of a strike. For example, without limita-
tion, strike detector 506 may be configured to identify
whether a strike is likely to cause an inconsistency on the
vehicle and the likely severity of any such inconsistency.

Strike report generator 508 may be configured to generate
strike report 524. Strike report 524 may include information
indicating that an object has struck or is likely to strike the
vehicle. Strike report 524 also may include information iden-
tifying various characteristics of the object and of the strike as
may be determined by image data processor 504 and strike
detector 506. The format and content of strike report 524 may
depend on number of users 526 to which strike report 524
may be sent and on how the information in strike report 524
may be used by number of users 526.

Strike report sender 510 may be configured to send strike
report 524 to number of users 526. The implementation of
strike report sender 510 for any particular application may
depend on specific characteristics of number of users 526,
such as how strike report 524 may be delivered to number of
users 526 for use by number of users 526.

Any appropriate methods may be used by strike detection
system 500 to process video image data 512 to identify an
object that may strike the vehicle, to determine whether the
object has struck the vehicle or is likely to strike the vehicle,
and to determine various characteristics of the object and of
the strike. For example, any appropriate method may be used
by strike detection system 500 to distinguish images of
objects that may strike the vehicle from the background in the
video images provided to strike detection system 500. Any
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appropriate method may be used to track the images of such
an object in multiple video images over time to identify
movement of the object with respect to the vehicle. Any
appropriate geometric calculations then may be used to deter-
mine whether the movement of the object with respect to the
vehicle indicates that the object is likely to strike the vehicle
and the location on the vehicle that is likely to be struck.

Turning now to FIG. 6, an illustration of images from a
video camera on an aircraft is depicted in accordance with an
illustrative embodiment. In this example, images 600 are an
example of video images 220 that may be provided by camera
system 222 on aircraft 200 in FIG. 2.

In this example, images 600 may be provided from a video
camera on the starboard side of an aircraft when the aircraft is
in level cruise flight. Images 600 represent an overlaid series
of' images over time of a scene including background image
604 and images 606, 608, 610, and 612 of a bird. In this
example, it is assumed that the aircraft is relatively far from
the mountains appearing in background image 604. In this
case, the movement of background image 604 between
images in the series of images is negligible. The bird is much
closer to the aircraft, so the image of the bird in images 600
changes from image 606 to image 608 to image 610 to image
612 over the series of images.

Movement of the bird with respect to the aircraft, repre-
sented by line 614, may be identified from the series of
images 606, 608, 610, and 612 of the bird. The movement of
the bird with respect to the aircraft may be used to determine
whether the bird will strike the aircraft and the location on the
aircraft at which the bird may strike the aircraft.

Images 606, 608, 610, and 612 of the bird also may be used
to identify the size of the bird or other characteristics or
combinations of characteristics of the bird. The size of the
bird or other characteristics or combinations of characteris-
tics of the bird also may be used to determine whether the bird
will strike the aircraft, the location on the aircraft at which the
bird may strike the aircraft, or other characteristics or com-
binations of characteristics of the strike.

Turning now to FIG. 7, an illustration of a flowchart of a
process for strike detection is depicted in accordance with an
illustrative embodiment. In this example, the process of FIG.
7 may be implemented in strike detection system 204 in FIG.
2 or in strike detection system 500 in FIG. 5. The process of
FIG. 7 may be repeated during all or part of the time that a
vehicle is in operation to detect objects striking, or likely to
strike, the vehicle and to report such strikes.

The process begins by receiving video image data (opera-
tion 700). For example, without limitation, operation 700
may include obtaining video image data for video images
from a camera system mounted on a vehicle.

The video image data is processed to identify an object that
may strike a vehicle (operation 702). For example, without
limitation, operation 702 may include processing the video
image data to identify an image of a bird or other object that
may strike the vehicle in the video images. Operation 702
may include processing the video image data to distinguish
images of the bird or other object that may strike the vehicle
in the video images from images of the background in the
video images. Any appropriate method for identifying an
object that may strike the vehicle in the video images may be
used.

For example, without limitation, for embodiments where
the camera system used to provide the image data provides
image data for color video images, a color difference between
the image of the bird or other object that may strike the vehicle
and the image of the background in the video images may be
used to identify the image of the bird or other object in the
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video images. Color image processing may be well under-
stood in the art and persons skilled in the art may take advan-
tage of color information in video image data to identify an
image of an object of interest in color video images.

In another example, without limitation, for embodiments
where the camera system used to provide the video image
data has sufficiently high resolution, standard machine vision
techniques may be used to identify an image of a bird or other
object that may strike the vehicle in a video image. In video
images provided by such a camera, the image of the bird or
other object that may strike the vehicle may cover several
picture elements when the bird or other object is a relatively
long distance from the vehicle. Standard machine vision tech-
niques may work well when the object to be identified in an
image covers several picture elements.

Such high resolution may come at a cost. A higher resolu-
tion camera may use a lens with a longer focal length and
relatively large aperture. These characteristics of a higher
resolution camera may make the camera relatively heavy. A
relatively heavy camera may increase the cost of operating an
aircraft. Therefore, use of a heavier higher resolution camera
may not be desirable for many aircraft operators. As a result,
many typical aircraft-mounted cameras may be relatively
light and may have relatively low resolution.

For embodiments where the camera system used to provide
the video image data has relatively lower resolution, the
image of'a bird or other object that may strike the vehicle may
cover only a fraction of a picture element in the video images
until the bird or other object is quite close to the vehicle. In
this case, an appropriate method may be used to identify an
image of a bird or other object that may strike the vehicle in
the video images when the image of the bird or other object in
the video images is smaller than one picture element.

As a bird or other object approaches an aircraft or other
vehicle, the bird or other object may appear in front of points
in the background scene that may have various radiance val-
ues. The radiance of the bird or other object, however, may be
constant. It may be possible to identify the image of a bird or
other object in the video images by identifying changes in the
intensity of each picture element of the video images in which
the image of the bird or other object appears.

Like any sensor, a camera may be subject to noise. In
addition, the point in a background scene that is shown at each
picture element position in the video images may change
constantly as the aircraft moves, and different points in the
background scene may have different radiance. The result is
that the intensity contributed by the background scene at each
picture element position in the video images may not be
certain. The magnitude of this uncertainty may vary from
picture element to picture element in the video images
depending on several factors. Therefore, it may not be pos-
sible to use one picture element at a time to identify reliably
the image of a bird or other object in the video images until the
bird or other object is quite close to the vehicle.

For more reliable identification of a bird or other object in
the video images, a statistical test may be applied to multiple
picture element positions in multiple frames of the video
images. The statistical test may test the null hypothesis that a
set of picture elements occupied by a putative image of a bird
or other object that may strike the vehicle have the same
intensities as their background scene points. This null hypoth-
esis can only be true if the putative image of the bird has the
same radiance as each of the background points of the picture
elements or if the putative image of the bird is not actually
present. If the null hypothesis is rejected with enough confi-
dence, then the alternative hypothesis, that the set of picture
elements has a different intensity than their background scene
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points, must be accepted. In this case, the putative image of
the bird in the image frame may be assumed to exist.

It may be determined whether or not an object that may
strike the vehicle has been identified by the processing of the
video image data (operation 704). If an image of an object that
may strike the vehicle is not identified in the video images, the
process may return to operation 700. Operations 700 and 702
may be repeated to continue to receive video image data and
process the video image data until it is determined at opera-
tion 704 that an image of an object that may strike the vehicle
has been identified in the video images.

If it is determined at operation 704 that an image of an
object that may strike the vehicle is identified in the video
images, the movement, size, and other characteristics of the
object may be identified (operation 706). Operation 706 may
include processing the video image data to identify the move-
ment, size, and other characteristics of the object. Any appro-
priate method may be used to identify the movement, size,
and other characteristics of the object. For example, without
limitation, the movement of the object with respect to the
vehicle may be identified by determining the apparent direc-
tion of travel of the object from the changing positions of the
images of the object as identified in a series of video images
over time.

In embodiments where the video image data is for video
images from multiple cameras, images of an object that may
strike the vehicle may be identified in the video images pro-
vided by two or more cameras. In this case, trigonometry may
beused to more precisely estimate the movement of the object
with respect to the vehicle. If the fields of view of the multiple
cameras overlap, and the object passes through the region of
overlap, then computing the movement of the object with
respectto the vehicle is a matter of simple geometry. For cases
where the object passes through the fields of view of multiple
cameras, but does not pass through the region of overlap,
other methods may be used.

In cases where an object is so large and so close to a vehicle
that the images of the object fills several picture elements in
the video images, the size of the object may be identified
using standard machine vision technology. Identifying the
size of an object that may strike the vehicle may be more
difficult when the images of the object in the video images are
smaller than a picture element. For example, this may be the
case when a camera with relatively low resolution is used to
obtain the video images or when the distance of the object
from the camera is relatively large.

When an image of the object appears within a picture
element, the intensity of that picture element changes. If the
object is brighter than the background in that picture element,
the picture element becomes brighter. The amount of bright-
ening is proportional to both the area covered by the object
and to the difference in brightness between the object and the
background. Likewise, if the object is darker than the back-
ground, the picture element becomes darker. The amount of
darkening is also proportional to the area covered by the
object and to the difference in brightness.

The change in the intensity of a picture element when an
image of an object passes through it may be measured. If the
brightness of the object can be identified, then the area cov-
ered by the object can be determined. The size of the object
may be estimated from the determined area covered by the
object.

One way to identify the brightness of an object that may
strike the vehicle is to observe the passage of the image of the
object through many picture elements in the video images and
note any picture element whose brightness does not change
when the image of the object passes through that picture
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element. The object may be presumed to have the same
brightness as the background in that picture element.

If the image of the object passes through two picture ele-
ments with different background intensities, which will occur
in almost any realistic case, the picture element with a back-
ground that is closer in intensity to the object will have a
smaller intensity change when the image of the object passes
through it. This relative change in intensity of the picture
elements may be exploited by using simultaneous equations
to find the brightness of the object.

Whether the object will strike the vehicle, the likely loca-
tion on the vehicle of such a strike, and other characteristics of
the strike then may be determined (operation 708). Operation
708 may include determining the probability that the object
will strike the vehicle and the location of the strike using the
estimated movement of the object as identified in the previous
operation. Operation 708 also may include using the esti-
mated size or other characteristics of the object as identified in
the previous operation to determining the probability and
location of the strike. Any appropriate method may be used to
determine whether the object will strike the vehicle, the likely
location on the vehicle of such a strike, and other character-
istics of the strike.

For example, without limitation, operation 708 may
include determining an intersection of the line of movement
of the object with respect to an aircraft with a stored repre-
sentation of the surface of the aircraft. The representation of
the surface of the aircraft may be provided as surface con-
figuration information that is loaded on the aircraft before a
flight. The representation of the surface of the aircraft may be
changed during flight to reflect changes to the aircraft surface
during flight. For example, without limitation, the represen-
tation of the surface of the aircraft may be changed during
flight based on an estimated weight of the aircraft, which
decreases as fuel is consumed, on wing bending as measured
by a camera on the aircraft, or based on other factors or
combinations of factors. If the determined intersection of the
line of movement of the object with the representation of the
surface of the aircraftis nil, no strike occurs. Ifthe determined
intersection of the line of movement of the object with the
representation of the surface of the aircraft is not nil, then a
strike occurs. In this case, the location of the intersection of
the line of movement of the object with the representation of
the surface of the aircraft may also indicate the location of the
strike on the vehicle.

Due to measurement imprecision, for example, the actual
movement of an object that may strike a vehicle is unlikely to
lie exactly along the line of movement of the object as iden-
tified in operation 706. Rather, it may lie somewhere near that
line. This means that an object that may be predicted to miss
a vehicle by a modest distance actually may have a non-zero
chance to strike the vehicle.

This issue may be addressed by quantifying the impreci-
sion. Known error-accumulation techniques may be used to
estimate the error of the identified movement of the object
based on characteristics of the camera, its mounting, aircraft
structural flexing, uncertainties in the timing reference
between cameras, and other factors or combinations of fac-
tors. These error estimates, plus known error-propagation
methods, may be used to calculate a probability density func-
tion for the movement of the object. For applications where
computational power is costly and high precision is not
needed, the probability density function may be estimated as,
for example, an elliptical probability distribution using
known methods. The probability density function may be
integrated over the vehicle surface to estimate the probability
that the object will strike the vehicle.
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A strike report may be generated for each object that has a
substantial probability of hitting the vehicle (operation 710).
The format and contents of the strike report may depend on
the manner in which the strike report is to be used. For
example, without limitation, the strike report may include
information identifying that a strike has occurred, or is likely
to occur, and information identifying various characteristics
of'the strike. For example, without limitation, the strike report
may include information identifying the location of the strike
on the vehicle, the size of the object striking the vehicle, or
other characteristics or combinations of characteristics of the
strike.

The strike report may be sent to users (operation 712), with
the process terminating thereafter. For example, without limi-
tation, users of the strike report may include a human operator
on the vehicle, aremote human operator not on the vehicle, an
automated control system for the vehicle, a maintenance
entity for the vehicle, or any other user that may make use of
the information in the strike report.

One or more of the illustrative embodiments provides a
capability to detect and track a bird near a manned or
unmanned aircraft. A system and method in accordance with
an illustrative embodiment may be used to determine whether
a bird has struck, or will strike, the aircraft. If a strike is
identified, characteristics of the strike, such as the size of the
bird, the location of impact on the aircraft, the impact speed,
or other characteristics of the strike may be reported to the
aircraft operator. With this information, the aircraft operator
may make better-informed decisions about how to respond to
the bird strike, such as whether to divert to an alternate land-
ing site or what spare parts to pre-position for repair. In some
embodiments, a bird strike may be predicted and reported to
the flight management system in time to take evasive action to
avoid the impact or to minimize undesired effects of the
impact.

Turning now to FIG. 8, an illustration of a block diagram of
a data processing system is depicted in accordance with an
illustrative embodiment. In this example, data processing
system 800 is an example of one implementation of a data
processing system for implementing strike detection system
204 in FIG. 2 or strike detection system 500 in FIG. 5.

In this illustrative example, data processing system 800
includes communications fabric 802. Communications fabric
802 provides communications between processor unit 804,
memory 806, persistent storage 808, communications unit
810, input/output (I/O) unit 812, and display 814. Memory
806, persistent storage 808, communications unit 810, input/
output (I/O) unit 812, and display 814 are examples of
resources accessible by processor unit 804 via communica-
tions fabric 802.

Processor unit 804 serves to run instructions for software
that may be loaded into memory 806. Processor unit 804 may
be a number of processors, a multi-processor core, or some
other type of processor, depending on the particular imple-
mentation. Further, processor unit 804 may be implemented
using a number of heterogeneous processor systems in which
a main processor is present with secondary processors on a
single chip. As another illustrative example, processor unit
804 may be a symmetric multi-processor system containing
multiple processors of the same type.

Memory 806 and persistent storage 808 are examples of
storage devices 816. A storage device is any piece of hardware
that is capable of storing information, such as, for example,
without limitation, data, program code in functional form,
and other suitable information either on a temporary basis or
a permanent basis. Storage devices 816 also may be referred
to as computer readable storage devices in these examples.
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Memory 806, in these examples, may be, for example, a
random access memory or any other suitable volatile or non-
volatile storage device. Persistent storage 808 may take vari-
ous forms, depending on the particular implementation.

For example, persistent storage 808 may contain one or
more components or devices. For example, persistent storage
808 may be a hard drive, a flash memory, a rewritable optical
disk, a rewritable magnetic tape, or some combination of the
above. The media used by persistent storage 808 also may be
removable. For example, a removable hard drive may be used
for persistent storage 808.

Communications unit 810, in these examples, provides for
communications with other data processing systems or
devices. In these examples, communications unit 810 is a
network interface card. Communications unit 810 may pro-
vide communications through the use of either or both physi-
cal and wireless communications links.

Input/output (I/O) unit 812 allows for input and output of
data with other devices that may be connected to data pro-
cessing system 800. For example, input/output (I/O) unit 812
may provide a connection for user input through a keyboard,
a mouse, and/or some other suitable input device. Further,
input/output (I/O) unit 812 may send output to a printer.
Display 814 provides a mechanism to display information to
a user.

Instructions for the operating system, applications, and/or
programs may be located in storage devices 816, which are in
communication with processor unit 804 through communi-
cations fabric 802. In these illustrative examples, the instruc-
tions are in a functional form on persistent storage 808. These
instructions may be loaded into memory 806 for execution by
processor unit 804. The processes of the different embodi-
ments may be performed by processor unit 804 using com-
puter-implemented instructions, which may be located in a
memory, such as memory 806.

These instructions are referred to as program instructions,
program code, computer usable program code, or computer
readable program code that may be read and executed by a
processor in processor unit 804. The program code in the
different embodiments may be embodied on different physi-
cal or computer readable storage media, such as memory 806
or persistent storage 808.

Program code 818 is located in a functional form on com-
puter readable media 820 that is selectively removable and
may be loaded onto or transferred to data processing system
800 for execution by processor unit 804. Program code 818
and computer readable media 820 form computer program
product 822 in these examples. In one example, computer
readable media 820 may be computer readable storage media
824 or computer readable signal media 826.

Computer readable storage media 824 may include, for
example, an optical or magnetic disk that is inserted or placed
into a drive or other device that is part of persistent storage
808 for transfer onto a storage device, such as a hard drive,
that is part of persistent storage 808. Computer readable
storage media 824 also may take the form of a persistent
storage, such as a hard drive, a thumb drive, or a flash
memory, that is connected to data processing system 800. In
some instances, computer readable storage media 824 may
not be removable from data processing system 800.

Inthese examples, computer readable storage media 824 is
a physical or tangible storage device used to store program
code 818 rather than a medium that propagates or transmits
program code 818. Computer readable storage media 824 is
also referred to as a computer readable tangible storage
device or a computer readable physical storage device. In
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other words, computer readable storage media 824 is a media
that can be touched by a person.

Alternatively, program code 818 may be transferred to data
processing system 800 using computer readable signal media
826. Computer readable signal media 826 may be, for
example, a propagated data signal containing program code
818. For example, computer readable signal media 826 may
be an electromagnetic signal, an optical signal, and/or any
other suitable type of signal. These signals may be transmit-
ted over communications links, such as wireless communi-
cations links, optical fiber cable, coaxial cable, a wire, and/or
any other suitable type of communications link. In other
words, the communications link and/or the connection may
be physical or wireless in the illustrative examples.

In some illustrative embodiments, program code 818 may
be downloaded over a network to persistent storage 808 from
another device or data processing system through computer
readable signal media 826 for use within data processing
system 800. For instance, program code stored in a computer
readable storage medium in a server data processing system
may be downloaded over a network from the server to data
processing system 800. The data processing system providing
program code 818 may be a server computer, a client com-
puter, or some other device capable of storing and transmit-
ting program code 818.

The different components illustrated for data processing
system 800 are not meant to provide architectural limitations
to the manner in which different embodiments may be imple-
mented. The different illustrative embodiments may be
implemented in a data processing system including compo-
nents in addition to and/or in place of those illustrated for data
processing system 800. Other components shown in FIG. 8
can be varied from the illustrative examples shown. The dif-
ferent embodiments may be implemented using any hardware
device or system capable of running program code. As one
example, data processing system 800 may include organic
components integrated with inorganic components and/or
may be comprised entirely of organic components excluding
a human being. For example, a storage device may be com-
prised of an organic semiconductor.

In another illustrative example, processor unit 804 may
take the form of a hardware unit that has circuits that are
manufactured or configured for a particular use. This type of
hardware may perform operations without needing program
code to be loaded into a memory from a storage device to be
configured to perform the operations.

For example, when processor unit 804 takes the form of a
hardware unit, processor unit 804 may be a circuit system, an
application specific integrated circuit (ASIC), a program-
mable logic device, or some other suitable type of hardware
configured to perform a number of operations. With a pro-
grammable logic device, the device is configured to perform
the number of operations. The device may be reconfigured at
a later time or may be permanently configured to perform the
number of operations. Examples of programmable logic
devices include, for example, a programmable logic array, a
programmable array logic, a field programmable logic array,
a field programmable gate array, and other suitable hardware
devices. With this type of implementation, program code 818
may be omitted, because the processes for the different
embodiments are implemented in a hardware unit.

Insstill another illustrative example, processor unit 804 may
be implemented using a combination of processors found in
computers and hardware units. Processor unit 804 may have
a number of hardware units and a number of processors that
are configured to run program code 818. With this depicted
example, some of the processes may be implemented in the

10

15

20

25

30

35

40

45

50

55

60

65

18

number of hardware units, while other processes may be
implemented in the number of processors.

In another example, a bus system may be used to imple-
ment communications fabric 802 and may be comprised of
one or more buses, such as a system bus or an input/output
bus. Of course, the bus system may be implemented using any
suitable type of architecture that provides for a transfer of data
between different components or devices attached to the bus
system.

Additionally, communications unit 810 may include a
number of devices that transmit data, receive data, or both
transmit and receive data. Communications unit 810 may be,
for example, a modem or a network adapter, two network
adapters, or some combination thereof. Further, a memory
may be, for example, memory 806, or a cache, such as that
found in an interface and memory controller hub that may be
present in communications fabric 802.

The flowcharts and block diagrams described herein illus-
trate the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various illustrative embodiments.
In this regard, each block in the flowcharts or block diagrams
may represent a module, segment, or portion of code, which
comprises one or more executable instructions for imple-
menting the specified logical function or functions. It should
also be noted that, in some alternative implementations, the
functions noted in a block may occur out of the order noted in
the figures. For example, the functions of two blocks shown in
succession may be executed substantially concurrently, or the
functions of the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved.

The description of the different illustrative embodiments
has been presented for purposes of illustration and descrip-
tion and is not intended to be exhaustive or to limit the
embodiments in the form disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the art.
Further, different illustrative embodiments may provide dif-
ferent benefits as compared to other illustrative embodiments.
The embodiment or embodiments selected are chosen and
described in order to best explain the principles of the
embodiments, the practical application, and to enable others
of ordinary skill in the art to understand the disclosure for
various embodiments with various modifications as are suited
to the particular use contemplated.

What is claimed is:

1. A process for determining a probability and a severity of
an inconsistency caused by an object striking a vehicle, com-
prising a strike detection system:

identifying images of the object, which cover only a frac-

tion of a picture element in video images, from a video
camera on the vehicle;

identifying a movement of the object with respect to the

vehicle from the images of the object in the video
images;

determining, based upon analysis of the picture element,

whether the movement of the object with respect to the
vehicle indicates the probability that the object will
strike the vehicle; and

generating a strike report comprising information indicat-

ing:

a location of the vehicle that the object will strike the
vehicle; and

based upon a characteristic, determined from the video
images, of the object, the probability and the severity
of the inconsistency caused by the object striking the
vehicle.
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2. The process of claim 1, wherein determining whether the
movement of the object with respect to the vehicle indicates
that the object will strike the vehicle comprises:

comparing the movement of the object to surface configu-
ration information for the vehicle, the surface configu-
ration of the vehicle comprising a bending of the surface
of the vehicle, prior to a strike, such that the bending of
the surface of the vehicle being determined by a camera
on the vehicle.

3. The process of claim 1 further comprising:

identifying a size of the object from the images of the
object in the video images, via determining a propor-
tionality in the picture element of a brightness of an area
of the picture element covered by the object, relative to
a brightness of a background in the picture element; and

including information indicating the size of the object in
the strike report.

4. The process of claim 1 further comprising:

using the strike report, determining whether to allow the
vehicle to continue to a destination.

5. The process of claim 1 further comprising:

sending the strike report to at least one of a display on the
vehicle, data storage, an operator of the vehicle not on
the vehicle, and a maintenance entity for the vehicle.

6. The process of claim 1, wherein the vehicle is an aircraft
and the object is a bird, and the strike report comprises and
evaluation of whether the severity of the inconsistency com-
promises a stealth characteristic of the aircraft.

7. The process of claim 1, wherein the vehicle is an aircraft
and further comprising:

the location of the strike being one that cannot be visually
confirmed by an operator of the aircraft during flight;
and

sending the strike report to a flight management system for
the aircraft.

8. An apparatus comprising:

a video image data receiver configured to receive video
image data for video images from a video camera on a
vehicle, such that, in operation, the video image data
receiver receives the video image data for video images
from the video camera on the vehicle;

an image data processor configured to process the video
image data to identity:
images of an object, capable of maneuvering in three

dimensions, and which covers only a fraction of a

picture element in the video images; and

a movement of the object with respect to the vehicle,

from the images of the object in the video images,

such that, in operation, the image data processor pro-

cesses the video image data and identifies:

images of the object, capable of maneuvering in three
dimensions, and which covers only a fraction of a
picture element in the video images, and

the movement of the object with respect to the vehicle,
from the images of the object in the video images;

a strike detector configured to determine:
aprobability and a location on the vehicle that the object

will strike the vehicle: and
a probability, based upon a characteristic of the object,
determined from the video image data, that a strike
will cause an inconsistency in the vehicle, and a sever-
ity of the inconsistency, such that, in operation, the
strike detector determines:
the probability and the location on the vehicle that the
object will strike the vehicle; and
the probability, based upon the characteristic of the
object, determined from the video image data, that
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the strike will cause the inconsistency in the
vehicle, and the severity of the inconsistency and

a strike report generator configured to generate a strike
report, comprising information indicating that the object
will strike the vehicle, in response to a determination
that the object will strike the vehicle, such that, in opera-
tion, the strike report generator generates the strike
report, comprising information indicating that the object
will strike the vehicle, in response to the determination
that the object will strike the vehicle.

9. The apparatus of claim 8, wherein the strike detector is
configured to compare the movement of the object to surface
configuration information for the vehicle to determine
whether the movement of the object with respect to the
vehicle indicates that the object will strike the vehicle, such
that, in operation, the strike detector compares the movement
of the object to surface configuration information for the
vehicle to determine whether the movement of the object with
respect to the vehicle indicates that the object will strike the
vehicle.

10. The apparatus of claim 8, wherein:

the image data processor is configured to determine a size
of the object from the images of the object in the video
images, such that, in operation, the image data processor
determines the size of the object from the images of the
object in the video images; and

the strike report generator is configured to include infor-
mation that indicates the size of the object in the strike
report, such that, in operation, the strike report com-
prises information from the strike report generator that
indicates the size of the object.

11. The apparatus of claim 8, wherein:

the strike detector is configured to determine the location
on the vehicle where the object strikes the vehicle, based
upon a bending of a surface of the vehicle determined by
acamera on the vehicle, such that, in operation, the strike
detector determines the location on the vehicle where
the object strikes the vehicle, based upon a bending of a
surface of the vehicle determined by a camera on the
vehicle; and

the strike report generator is configured to include infor-
mation that indicates the location on the vehicle where
the object strikes the vehicle in the strike report, based
upon a bending of a surface of the vehicle determined by
acamera on the vehicle, such that, in operation, the strike
report comprises information from the strike report gen-
erator that indicates the location on the vehicle where the
object strikes the vehicle, based upon a bending of a
surface of the vehicle determined by a camera on the
vehicle.

12. The apparatus of claim 8 further comprising:

a strike report sender configured to send the strike report to
at least one of: a display on the vehicle, data storage on
the vehicle, an operator of the vehicle not on the vehicle,
and a maintenance entity for the vehicle, such that, in
operation, the strike report sender sends the strike report
to at least one of: the display on the vehicle, data storage
on the vehicle, the operator of the vehicle not on the
vehicle, and the maintenance entity for the vehicle.

13. The apparatus of claim 8, wherein the vehicle is an

unmanned aircraft and the object is a bird.

14. The apparatus of claim 13 further comprising:

a strike report sender configured to send the strike report to
a flight management system on the aircraft, such that, in
operation, the strike report sender sends the strike report
to the flight management system on the aircratft.
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15. An apparatus comprising:

a camera system, on an aircraft, configured to provide
video images, such that, in operation, the camera system
provides video images; and

a strike detection system, on the aircraft, configured to:
receive video image data for the video images from the

camera system,
process the video image data to identify:
images of a bird, which cover only a fraction of a
picture element in the video image data; and
a movement of the bird with respect to the aircraft
from the images of the bird in the video images,
determine whether the movement of the bird with
respect to the aircraft indicates a probability that the
bird will strike the aircraft, and
generate a strike report comprising information indicat-
ing:
a location on the aircraft that the bird will strike the
aircraft; and
based upon a characteristic of the bird, determined
from the camera system, a probability and a sever-
ity, of an inconsistency caused by the bird striking
the aircraft, such that, in operation, the strike detec-
tion system:
receives the video image data for the video images
from the camera system;
processes the video image data to identify:
images of the bird, which cover only a fraction of a
picture element in the video image data; and
a movement of the bird with respect to the aircraft
from the images of the bird in the video images,
determines whether the movement of the bird with
respect to the aircraft indicates the probability that
the object will strike the aircraft, and
generates the strike report comprising information
indicating:
the location on the aircraft that the bird will strike
the aircraft; and
based upon the characteristic of the bird, deter-
mined from the camera system, the probability
and the severity, of the inconsistency caused by
the bird striking the aircraft.
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16. The apparatus of claim 15, wherein:

the strike detection system is configured to compare the
movement of the bird to surface configuration informa-
tion for the aircraft, comprising a camera determining a
bending of a surface of the aircraft, to determine whether
the movement of the bird with respect to the aircraft
indicates that the bird will strike the aircraft, such that, in
operation, the strike detection system compares the
movement of the bird to surface configuration informa-
tion for the aircraft, comprising the camera determining
a bending of a surface of the aircraft, and determines
whether the movement of the bird with respect to the
aircraft indicates that the bird will strike the aircraft.

17. The apparatus of claim 16, wherein:

the surface configuration information is changed during

flight of the aircraft.

18. The apparatus of claim 15, wherein the strike detection
system is further configured to:

determine a size, and a color, of the bird from the images of

the bird in the video images; and

include information indicating the size of the bird in the

strike report, such that, in operation, the strike detection

system:

determines the size and the color, of the bird from the
images of the bird in the video images; and

includes information indicating the size of the bird in the
strike report.

19. The apparatus of claim 15, wherein the strike detection
system is further configured to identify whether a stealth
characteristic of the aircraft is degraded by the location on the
aircraft where the bird strikes the aircraft, such that, in opera-
tion, the strike detection system identifies whether the stealth
characteristic of the aircraft is degraded by the location on the
aircraft where the bird strikes the aircraft.

20. The apparatus of claim 15, wherein the strike detection
system is further configured to:

send the strike report to at least one of an aircraft display on

the aircraft, a data storage, a communication system on
the aircraft, and a flight management system for the
aircraft, such that, in operation, the strike detection sys-
tem sends the strike report to at least one of: the aircraft
display on the aircraft, the data storage, the communi-
cation system on the aircraft, and the flight management
system for the aircraft.
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